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microwave.

ABSTRACT
Due to the lack of a universally accepted definition for the term “vir-
tual twin”, there are varying degrees of similarity between physical
prototypes and their virtual counterparts across different research
papers. This variability complicates the comparison of results from
these papers. To bridge this gap, we introduce the Scale of Virtual
Twin’s Similarity (SVS), a questionnaire intended to quantify the
similarity between a virtual twin and its physical counterpart in
simple environments in terms of visual fidelity, physical fidelity, en-
vironmental fidelity, and functional fidelity. This paper describes the
development process of the SVS questionnaire items and provides
an initial evaluation through two between-subjects user studies
to validate the items under the categories of visual and functional
fidelity. Additionally, we discuss the way to apply it in research and
development settings.
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1 INTRODUCTION
The use of virtual prototypes in Virtual Reality (VR) is gaining
increased research attention, from their use in training to the eval-
uation of early designs ( [2, 26, 32]), a practice also referred to as
Immersive Virtual Reality Evaluations (IVREs) [37]. This type of
virtual prototype is referred to as a “virtual twin” or “virtual replica”
across research papers ( [6, 21]). In this work, we define “virtual
twin” as a digital replica intended to closely mirror its physical
counterpart in terms of three-dimensional appearance, interactive
capabilities, and usability within a virtual environment. This def-
inition serves to distinguish it from the more widely recognised
term “digital twin” [27], which emphasises real-time data exchange
between the virtual copy and its physical entity, whereas a three-
dimensional representation is not always necessary.

However, the term “virtual replica” or “virtual twin” currently
lacks an established definition, resulting in varying degrees of simi-
larity between physical prototypes and their virtual counterparts
across different research papers. This variation makes it challeng-
ing to compare the results of those papers. Factors such as display
fidelity and interaction fidelity have been shown to influence user
performance, presence, engagement, and usability [17]. Existing
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research indicates that perceived visual accuracy can affect user-
identified usability problems [37]. Additionally, the use of super-
natural interaction techniques in VR may lead to misunderstand-
ings about real-world working mechanisms [38]. Consequently,
researchers suggest that virtual prototypes should closely resemble
their physical counterparts to achieve comparable usability results
during IVREs [37]. Nevertheless, understanding what is the optimal
balance between the effort necessary to create virtual twins that
accurately simulate their physical counterparts not only visually
but also interactively, and the impact of these fidelities on user
performance remains an open question.

To address this gap, this work introduces a questionnaire de-
signed to quantitatively assess the perceptual similarity of virtual
twins compared to their counterparts within a simplified virtual
environment, called the Scale of Virtual Twin Similarity (SVS). This
questionnaire aims to 1) assess virtual twins created during the
design and implementation processes, thereby improving the relia-
bility of the usability inspection outcomes in subsequent phases;
and 2) provide researchers and practitioners with a tool to compare
results from user studies or other forms of evaluations, in light
of the level of fidelity of the virtual twins assessed through this
questionnaire.

To construct the questionnaire, we used the methodological
framework proposed by Boateng et al. [1], starting with domain
identification and generating items through both deductive and
inductive approaches. Subsequently, we conducted a preliminary
validation of the questionnaire via two user studies. In these stud-
ies, participants engaged in observations and interactions with a
variety of virtual twins, which featured a wide range of visual fi-
delities and interaction modalities. These objects were deliberately
selected to showcase various grasp types and manipulation tech-
niques. Subsequently, participants were asked to complete this new
questionnaire.

Through a comprehensive analysis of the collected data and
participant feedback, we aim to validate the items of the proposed
questionnaire. This process involves iterative refinements, includ-
ing clarifying ambiguous items, consolidating similar items, elimi-
nating redundancies, and incorporating any missing elements. The
results show the proposed questionnaire can help users assess the
similarity of virtual twins in terms of visual and functional fidelity.

In this work, the contribution is two-fold: 1) we propose a novel
questionnaire to quantify the perceptual similarity of a virtual twin
to its physical counterpart in a simple virtual environment; 2) We
introduce how to integrate this questionnaire into IVREs.

2 RELATEDWORK
In the following, we take a closer look at the concept of virtual
twin, relationship between fidelity and realism and its impact on
user experience in VR.

2.1 Virtual Twin
As discussed earlier, a virtual twin is a digital replica of a physical
counterpart that mirrors its appearance, interactions, and usability
characteristics in virtual environment. Designed for use in IVREs,
virtual twins allow users to interact with and evaluate these digital
replicas in a controlled virtual setting, providing insights into their

real-world counterparts. A virtual twin of a physical product or
environment has been applied in many research fields.

One of the first examples of a one to one mapping between
the physical prop and its virtual counterpart was demonstrated
by Hoffman, who investigated the impact of passive haptics on
the realism of the VR experience [12]. In a between-subjects study
participants were assigned to either a “see only” or “see and touch”
group. The task consisted in manipulating a virtual plate and the
whole experience was set in a virtual kitchen. Participants in the
“see only” group could grab the virtual plate by moving their “cyber-
hand” (a fingerless cycling glove tracked via a Polhemous sensor)
inside the virtual object and pressing a button on a 3D-mouse. The
physical prop used in the “see and touch” consisted of a real plate
that was paired to the virtual plate and tracked through a Polhemus
sensor placed on the bottom of the plate. They could pick up the
object by grabbing the real plate, which would cause its movement
to be mirrored in the VR system. A digitized texture of the real plate
was applied to the virtual plate. Participants were asked to evaluate
their experience by scoring five questions about the realism of
the prop. Results indicated that participants of the “see and touch”
group rated these questions with significantly more positive scores
than the “see only” group.

In the industry product development process, researchers have
proposed employing virtual twins in certain testing activities to ob-
tain feedback from customers [8]. Similarly, in the field of architec-
ture design, a virtual twin of a real building has been employed; re-
searchers created a virtual twin which replicated interior details and
ambience. They then compared the user behaviour in the real build-
ing and its virtual twin, finding consistent behaviour patterns [14].
Virtual twins can also serve as a communication cue. In remote
collaboration, AR and VR users have leveraged (semi-transparent)
virtual twins, especially for task guidance [6, 20]. Additionally, in
product design process, virtual twin can be applied in usability
evaluation [37], as well as privacy and security testing [15].

While previous research has focused on the development of
virtual twins using 3D Computer-Aided Design (CAD) models with
the aim of achieving high fidelity, as evidenced in studies by Oda
et al. [20], Wang et al. [33], and Zhang et al. [36], a notable gap
exists in assessing users’ perceptions of the similarity of these
virtual twins.

2.2 Similarity, Fidelity and Realism
VR technology is capable of replicating diverse phenomena within
virtual environments. Consequently, these virtual representations
may contain elements that lack direct relevance in the physical ac-
tuality. An illustrative example is the conceptualisation of an imagi-
nary spacecraft. While such entities are still difficult to manufacture
in the tangible realm today, they can be seamlessly accommodated
in the virtual environment.

In the field of Human-Computer Interaction (HCI), researchers
have sought to evaluate the degree of similarity between virtual
objects or worlds and their real-world counterparts. Within this
context, the terms “realism” and “fidelity” are often used inter-
changeably to describe this attribute [25]. Especially, in the realm
of digital games, researchers pointed out that realism involves narra-
tive, perceptual, interactive, and psychological realism (fidelity) [25].
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However, those two terminologies are not always equivalent. fi-
delity was considered as “the degree of accuracy to which a simu-
lation, whether it is physical, mental, or both, represents a given
frame of reality in terms of cues and stimuli, and permissible in-
teractions” [31], where realism delves deeper into perception and
resulting user experience [4]. A virtual representation could have
high fidelity by accurately reproducing technical details, but it
might lack realism if it does not evoke a natural or immersive user
experience.

Due to the lack of an established standard for prototype fidelity,
researches have brought forward different proposals to explain
how it contributes to the overall realism of the simulation. In 2015,
Ragan et al. categorised fidelity into three distinct types: inter-
action fidelity, display fidelity, and scenario fidelity [23]. While
McMahan defines fidelity as comprising display fidelity, interaction
fidelity, and simulation fidelity [17]. Later, in 2019, Within the do-
main of simulation-based serious games (SSGs), researchers have
developed the General Conceptual Framework of Fidelity (GCFF),
which categorises fidelity into objective and subjective dimensions.
The objective dimensions include physical and functional fidelity,
while the subjective dimensions encompass sensory, conceptual,
and emotional fidelity [35]. Notably, this framework is not explicitly
designed for virtual reality applications.

Researchers also took an in-depth look at each fidelity category.
McMahan developed Framework of interaction fidelity analysis
(FIFA), which suggests that interaction fidelity can be assessed
through biomechanical symmetry, control symmetry, and system
appropriateness in 2011 [17]. However, the literature currently lacks
a standardised methodology for quantifying a technique’s interac-
tion fidelity, as indicated by recent studies [29]. Especially for haptic
fidelity, Muender et al. assess the realism of haptic feedback with 14
factors with three categories: Sensing, Hardware and Software [18].

In the context of HCI prototyping, researchers also identified
five dimensions to guide the planning and characterisation of pro-
totypes. These are intended to enhance resource distribution ef-
ficiency in design and development: Level of Visual Refinement,
Breadth of Functionality, Depth of Functionality, Richness of Inter-
activity, Richness of Data Model [16].

We proposed this questionnaire to not only quantify objective
similarity and technical detail, but also to assess the extent to which
the representation is perceived and experienced.

3 GENERATING QUESTIONNAIRE ITEMS
The development of the questionnaire in this study adhered to the
methodology introduced by Boateng et al. [1]. It involves a nine-
step process including item development, scale development and
scale evaluation.

3.1 Step 1: Identification of the Domain(s) and
Item Generation

The process of creating the questionnaire began with a deductive
approach, focusing on literature review to identify relevant domains
and generate questionnaire items [11, 24]. Our search spanned the
ACM Digital Library and the IEEE Xplore Library, employing spe-
cific keywords: virtual reality AND fidelity AND simulation, virtual

reality AND fidelity AND product design, virtual reality AND fi-
delity AND simulation, virtual reality AND realismAND simulation.
Since the end of 2019, the original Oculus Quest has incorporated
hand tracking feature, marking a further advance for standalone VR
devices [22]. Given this milestone, the review covered publications
from January 2020 to September 2023, during which we screened
726 papers for their relevance. Additionally, related references were
also taken into investigation. Despite our thorough investigation,
we found no validated questionnaires specifically designed to quan-
tify the concept of similarity in this particular context. Other related
frameworks, as listed in subsection 2.2, inspired our subsequent
categorisation of the generator indicators.

To complement our deductive approach, we employed an in-
ductive method by conducting a two-hour workshop with three
VR experts. During the workshop, all experts analysed images and
videos of VR applications extracted from 35 papers presented at
the 2021 CHI Conference on Human Factors in Computing Sys-
tems (CHI). CHI is the leading international venue for research in
the field of HCI and has the highest impact [10]. We selected 35
papers that included visual representations and videos of VR ap-
plications, excluding review papers. After examination, all experts
are requested to reason about their personal perceptions of the
realism and similarity of virtual objects. They should also identify
the factors that influence their judgements of realism and similar-
ity in comparison to real-world objects, drawing upon both their
daily experiences and their expertise in the field. All comments
were recorded and then grouped up after the workshop. After this
phase, we constructed the initial iteration of the scale, encompass-
ing four categories with 21 indicator items: model fidelity (seven
items), physical fidelity (five items), lighting fidelity (five items),
functional fidelity (five items).

3.2 Step 2: Content Validity
In this phase, we invited both experts and members of the target
population to assess the initial questionnaire items.

Evaluation by Experts. We recruited seven experts to inspect the
appropriateness of the content. These were experts from different
fields: HCI, computer graphics, and gaming design. Each of them
attended an individual interview with the first author. During the
interview, each interviewer provided feedback pertaining to the
utilisation of terminology, the expounded explanations, as well as
their perspectives on the potential reduction or augmentation of
additional items. After this round, we interactively restructured the
questionnaire with the following 4 categories, comprising 24 total
indicator items: visual fidelity (VF)(7 items), physical fidelity
(PF) (5 items), environment fidelity (EF)(6 items), and functional
fidelity (FF)(6 items).

Evaluation by Target Population. We additionally extended invi-
tations to three participants who comprise the target demographic,
in order to assess this questionnaire through cognitive interviews.
Within these interviews, participants articulated their cognitive pro-
cesses while perusing the questionnaire items, affording us insight
into the appropriateness of the formulations for their comprehen-
sion.
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(a) (b) (c) (d) (e)

Figure 2: A bottle (a) and its virtual twins (b, c, d, e).

After the iterative process, we arrived at the finalised version
of the questionnaire in the initial round, see Table 1. Each item is
rated on a seven-point scale, ranging from 1 (“Strongly Disagree”)
to 7 (“Strongly Agree”), including a “Not Applicable” (N/A) option.

4 STUDY 1
We conducted a between-subjects user study to assess the prelimi-
nary questionnaire, focusing on the visual fidelity part. Participants
were tasked with examining six distinct virtual objects (see Figure 1)
within an immersive virtual environment and comparing them to
their physical counterparts, presented either as tangible items or
reference photographs.

4.1 Model Fidelity
Each of these six objects displayed four unique variations in visual
presentation. Given that each participant observes only one of four
fidelity variations per object, we selected six objects to ensure each
variant is presented and to gather more comprehensive data across
all variations.

These variations were introduced during the design process,
where modifications were made to both modelling and material
assignment. Modelling fidelity was assessed based on workload:
simpler models were categorised as low fidelity, whereas more
labour-intensive ones were classified as high fidelity. For instance,
a low-fidelity bottle was constructed using a basic frustum of a
cone combined with a cylinder (see Figure 2b, Figure 2c), while its
high-fidelity counterpart involved detailed vertex adjustments and
beveling (see Figure 2d, Figure 2e). The material for the low-fidelity
model was created by merely adjusting the base diffuse colour
in the Principled BSDF shader (see Figure 2b, Figure 2d); while
the high-fidelity material incorporated advanced settings, such as
additional subsurface colouring and reflective attributes, along with
roughness adjustments using RGB Curves (see Figure 2c, Figure 2e).
These modelling and material strategies collectively resulted in four
distinct variations for each object.

4.2 Apparatus
To optimise participant recruitment, we employed an online distri-
bution approach using the Babylon.js-based virtual environment—a
real-time 3D engine that utilises a JavaScript library for rendering
3D graphics in web browsers via HTML5. The virtual object was
initially modelled in Blender, after which it was refined with materi-
als compatible with Babylon.js and export as .glb file. Accompanied

Table 1: SVS questionnaire

Visual Fidelity
The degree to which the physical equivalent and the virtual object
look similar in terms of visual display.
1. I felt that the dimensions (size/thickness) of the virtual object
were the same as the real-world equivalent.
2. I felt that the shape of the virtual object was the same as the
real-world equivalent.
3. I felt that the virtual object was as detailed as the real-world
equivalent (in terms of minor structure, decorations, markings,
and other types of geometric detail that can be perceived visu-
ally).
4. I felt that the virtual object surface colour/pattern appeared
the same as the real-world equivalent.
5. I felt that the virtual object was as opaque/ transpar-
ent/reflective as the real-world equivalent.
6. I felt that the virtual object looked physically the same as the
real-world equivalent (in terms of perceived rigidness, ability
to deform or bend itself, etc.)
7. I felt that the virtual object looked identical to the real-world
equivalent.
Physical Fidelity
The degree to which the physical equivalent and the virtual sound
similar, and feel similar in terms of controls, and audio; as well as
the physics models driving each of these variables.
8. I felt that the surface of the virtual object had the same smooth-
ness/roughness as the real-world equivalent.
9. I felt that the virtual object had the same temperature as the
real-world equivalent.
10. I felt that the virtual object had the same weight as the real-
world equivalent.
11. I felt that when touching the virtual object, the virtual object
material sounds the same as the real-world equivalent.
12. I felt that the virtual object physically behaved the same as
the real-world equivalent.
Environmental Fidelity
The degree to which the physical environment looked and illumi-
nated.
13. I felt that the virtual object was placed at the same distance
from me as the real-world equivalent.
14. I felt that the dimensions of the virtual environment were
the same as in the real-world environment.
15. I felt that the virtual object was illuminated in the same way
as the real-world equivalent (e.g., colour temperature, shadows,
self-shadow* appeared in the same way)
*self-shadow: a shadow cast by a partial object and still displayed on the
object.
16. I felt that the location of shadows cast by the virtual object
in the virtual environment was the same as in the real world
environment.
17. I felt the darkness and detail of the shadows cast by virtual
objects in the virtual environment is the same as in the real-
world environment.
18. I felt that the overall illumination throughout the whole
environment was the same as in the real world environment.
Functional Fidelity
The degree to which the virtual simulation acts like the physical
equivalent in reacting to the operation executed.
19. I felt that the virtual object has the sameworking mechanism
as the real-world equivalent.
20. I felt that the virtual object reacted to my interac-
tions/operations in the same way as the real-world equivalent.
21. I felt that the virtual object was easier to use than the real-
world equivalent.
22. I felt that the virtual object was harder to use than the real-
world equivalent.
23. I felt that I was as effective when interacting with the virtual
object as with the real-world equivalent.
24. I felt that I could interact with the virtual object in the same
way as with the real world equivalent.



Construction of SVS: Scale of Virtual Twin’s Similarity to Physical Counterpart in Simple Environments SUI ’24, October 7–8, 2024, Trier, Germany

by HTML-based instructional content, participants accessed the
virtual environment via the headset-integrated browser to complete
the user study. Assessing the virtual content with conventional PC
browsers does not allow for direct observation of the virtual objects
correctly. The static website is hosted online.

4.3 Procedure
Participants are invited to engage in the user study by accessing the
study website1 through either a headset-integrated browser or a
conventional PC browser. Initially, they are introduced to the study
by perusing the participant information on the website, which in-
cludes the purpose of the user study, the procedure, and instructions
on how to access and interact with the virtual content. A unique ID
is generated for each participant. Subsequently, they are prompted
to give their consent and complete a demographic questionnaire.
Successively, the website forwards them to a page where they can
enter the virtual environment and use their headsets to observe the
virtual twin (see Figure 1). After a one-minute observation period,
a button appears, directing participants to a new page. There, par-
ticipants are presented with the physical counterpart of the virtual
object, either as a tangible item or as a reference photograph. Partic-
ipants then compared both virtual twins and physical counterparts
while filling in the questionnaire. This observation and response
cycle is repeated for the next five objects. The sequence in which
the objects are presented is randomised, and the visual fidelity lev-
els of each object are also chosen at random. Upon completion of
the study, each of the four levels of visual fidelity, ranging from low
to high fidelity, will have been presented to the participant at least
once.

4.4 Demographics
In total, 24 participants (16 male, 8 female) attended this user study,
recruited through mailing lists, word-of-mouth, and social media.
They had an average age of 27.46 years (𝑆𝐷 = 3.05). All participants
had prior VR experience and played video games. The user study
was conducted either in our VR lab or at the participants’ own place.
The study was approved by the university ethic board.

5 STUDY 2
To examine items under functional fidelity, we conducted a second
between-subjects user study. Similar to the first user study, partici-
pants were asked to observe and interact with the various virtual
twins and compare these experiences to their own interaction with
the corresponding tangible physical objects. Afterwards, they filled
out the questionnaire.

5.1 Interaction Technology
Two different interaction technologies were tested in this study:
controller-based interaction and hand-based interaction (see Fig-
ure 3). All interactions techniques were implemented based on the
Oculus Interaction SDK [3] with Unity (version 2021.3.16f1) [30].
Participants were allowed to manipulate the virtual twin by di-
rectly poking, pushing, or pulling it with their hand, or by using
the controller, replicating the same interactions they could perform

1Study website: https://hcisong.github.io/svs/

with the physical counterparts in real life. However, users could
not deform or disassemble either the virtual or the physical objects.

Figure 3: Interaction Technologies: controller-based interac-
tion (left) and hand-based interaction (right).

5.2 Procedure
At the beginning, the participants received an introduction similar
to that of the first study. Subsequently, participants are introduced
to the interaction technology they will use in the following phases,
with each participant experiencing only one interaction modality
throughout the study. The user study comprised two phases. In
the initial phrase, participants are asked to wear the headset and
immerse themselves in the virtual environment, a virtual office (see
Figure 4). In this setting, participants are assigned a series of prede-
fined tasks (see subsection 5.3) to complete. Afterwards, they fill out
the SVS questionnaire regarding the overall virtual environment
(which will not be included in statistical analysis) and the System
Usability Scale (SUS) focusing on the interaction technologies in-
volved in the task. In the subsequent phase, participants wore the
headset again and interacted with a selected virtual object from the
virtual office. They then completed the SVS and SUS questionnaire
regarding this chosen object. During the study, participants are
encouraged to comment at any time. The entire study session was
recorded.

5.3 Virtual Objects and Tasks
The virtual environment consisted of an office room containing the
objects listed in Table 2. The object selection process was based on
various grasp types employed during object interaction, as defined
by the GRASP Taxonomy [7]. Additionally, we incorporated non-
grasping actions, such as pushing or poking a button.

Participants appeared outside the office and had to first open
the door, then activate the ceiling light using the toggle switch
on the wall. Next, they are instructed to press a red button on
the table to show the next task on the TV screen. Tasks include:
observing and interacting with a mug, bottle, small office cabinet,

https://hcisong.github.io/svs/
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Figure 4: Virtual office setting

and large office cabinet, with the specific objective of finding a
number to encourage detailed exploration and careful observation
of each object; turning on the lamp; using the black rotary button
to turn on the cube light, and adjusting its brightness and color. If
participants are tasked with finding a number, they are required to
verbally state the number once they locate it. When participants
finish one task, they are asked to press the button again to reveal
the next task.

Table 2: Objects in the Virtual Office

Object Interaction Capability
Door with Handle Rotatable, pushable, pullable
Table No interaction abilities
Toggle switch Toggleable
ceiling Light Controlled through toggle switch
Red Button Pressable
TV Controlled through the red button
Mug Movable
Bottle Movable; lid is openable
Small Office Cabinet Pushable and pullable drawers
Big Office Cabinet Pushable and pullable doors

5.4 Demographics
We recruited 38 participants (20 male, 18 female) with an average
age of 28.55 years (𝑆𝐷 = 4.64). Partial participants from the first
study also attended the second study after four months. They were
recruited in the same way as in the first user study. Seven partic-
ipants had no prior VR experience, and four stated they do not
play video games in their daily life. This study received ethics ap-
proval, took place in our VR Lab, with each session lasting around
20 minutes.

6 RESULT
In Study 1, one participant quit after one observation, and another
after two, resulting in 135 valid questionnaires. From Study 2, we
collected 38 valid questionnaires. In total, 173 valid questionnaires
were collected across both studies.

We examined the questionnaire with confirmatory factor analy-
sis (CFA) along with Robust maximum likelihood estimation and
Satorra-Bentler (SB) for the categories VF and FF.

Model Fit. The chi-square test indicated a significant difference
between the model and observed data (𝜒2 = 149.014, df = 64, 𝑝 <

0.001 ). Based on themodification indices, we identified covariations
in the error terms for term 2 (I felt that the shape of the virtual
object was the same as the real-world equivalent), term 19 (I felt
that the virtual object has the same working mechanism as the real-
world equivalent), term 22 (I felt that the virtual object was harder
to use than the real-world equivalent), hence, those terms were
dropped. The revised questionnaire was as shown in Table 4. For a
downloadable version, please refer to the supplemental file.

After revision, we ran the chi-square test again and obtained the
result 𝜒2 = 65.491, df = 52, 𝑝 = 0.099; which indicates a good model
fit. The Comparative Fit Index (𝐶𝐹𝐼 = 0.987) and Tucker-Lewis
Index (𝑇𝐿𝐼 = 0.983) are both higher than the threshold 0.9 and
indicate a good model fit. The Root Mean Square Error of Approxi-
mation (RMSEA) for the standard model was 0.046, suggesting a
good model fit (𝑝 = 0.553), while the scaled RMSEA was even lower
at 0.034, indicating an excellent fit (𝑝 = 0.744). The robust RMSEA
was 0.036, also indicating an excellent model fit (𝑝 = 0.694). The
Standardized Root Mean Square Residual (SRMR) indicated a good
fit with a value of 0.068.

Table 3: The confirmed factors (CFA results).

VF FF
VF 1. Dimension 0.437
VF 2. Detail Level 0.782
VF 3. Color/Pattern 0.600
VF 4. Opacity/Transparency/Reflectivity 0.751
VF 5. Physical Appearance 0.484
VF 6. Identity Match 0.651
FF 1. Reaction 0.907
FF 2. Ease of use 0.930
FF 3. Effectiveness 0.912
FF 4. Interaction 0.690

Scale Reliability and Standardized Path Coefficients. Table 3 shows
the standardized path coefficients of the CFA. The reliability of the
scale was assessed using Cronbach’s alpha, indicate an acceptable
reliability for Visual Fidelity (𝛼 = 0.79), and an excellent reliability
of Functional Fidelity (𝛼 = 0.92) [9].

Study 2. No significant results were detected in terms of the SUS
score among the different interaction modalities (𝐻𝑎𝑛𝑑 : 𝑀𝐸𝐴𝑁 =

70.79, 𝑆𝐷 = 17.99;𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑙𝑒𝑟 : 𝑀𝐸𝐴𝑁 = 74.47, 𝑆𝐷 = 13.27;) with
Mann-Whitney U Test (𝑈 = 160, 𝑝 = 0.559)), since the data were
not normally distributed which examined by Shapiro-Wilk test. We
further investigated the relationship between FF score (the cumula-
tive sum of each item), interaction technology, objects, and their
interactions on SUS score. For every unit increase in FF, the SUS
score increases by 2.1324, holding all other variables constant with
statistical significance (𝑝 = 0.002), suggesting that when participant
rated a higher FF score will also rated a higher usability.
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Table 4: Updated SVS questionnaire in VF and FF

VF: Visual Fidelity
The degree to which the physical equivalent and the virtual object
look similar in terms of visual display.

VF 1. Dimension
I felt that the dimensions (size/thickness) of the virtual object
were the same as the real-world equivalent.
VF 2. Detail Level
I felt that the virtual object was as detailed as the real-world
equivalent (in terms of minor structure, decorations, markings,
and other types of geometric detail that can be perceived visu-
ally).
VF 3. Color/Pattern
I felt that the virtual object surface color/pattern appeared the
same as the real-world equivalent.
VF 4. Opacity/Transparency/Reflectivity
I felt that the virtual object was as opaque/ transparent/reflective
as the real-world equivalent.
VF 5. Physical Appearance
I felt that the virtual object looked physically the same as the
real-world equivalent (in terms of perceived rigidness, ability
to deform or bend itself, etc.)
VF 6. Identity Match
I felt that the virtual object looked identical to the real-world
equivalent.

FF: Functional Fidelity
The degree to which the virtual simulation acts like the physical
equivalent in reacting to the operation executed.

FF 1. Reaction
I felt that the virtual object reacted to my interac-
tions/operations in the same way as the real-world equivalent.
FF 2. Ease of use
I felt that the virtual object was easier to use than the real-world
equivalent.
FF 3. Effectiveness
I felt that the virtual object was harder to use than the real-
world equivalent.
FF 4. Interaction
I felt that I could interact with the virtual object in the same
way as with the real world equivalent.

7 DISCUSSION
In this section we first discuss the dropped terms, the found corre-
lation between FF and SUS scores; Then we discuss limitations and
future work; At the end we introduce how to involve SVS in IVREs.

7.1 Dropped Terms
Term 2. The exploration originally associated with Term 2 aimed

to assess the similarity between objects in terms of their shapes.
This assessment notably incorporated an evaluation of shape when
participants were asked to consider the characteristics of Term 1 in
relation to the spatial dimension.

Term 19. Term 19 aimed to explore participants’ perceptions of
the similarity in operational mechanisms between virtual twins
and their physical counterparts, particularly in the context of task
completion where specific step sequences are expected. However,
participant responses varied significantly. One noted,“since it’s in a
virtual environment, all work is just done by the program; they are
completely different from the real world”. Another commented,“I’m
not even clear about the mechanism of the object in the real world,
so I can’t answer this question and chose N/A”. These divergent in-
terpretations highlight the complexity of the term and its influence
on participant responses. Consequently, Term 19 was discontinued
due to the challenge of reconciling these differing perspectives and
ensuring consistent data collection and analysis.

Term 22. Participants indicated inmultiple-choice that the virtual
object was not easier (Term 21) and also harder to use (Term 22)
than the real-world equivalent. This outcome can be interpreted
as suggesting that the interaction modalities in VR, which differ
from the real world, might impair the usability of virtual twins.
Nevertheless, the interview provided contradictory results, because
they explained that the virtual object was as easy to use as the
real-world equivalent. However, should this interview statement
be true, we would expect that participants would indicate that
the virtual object was neither easier (Term 21) nor harder to use
(Term 22), i.e.,“the virtual object was as easy and as hard to use
as the real-world equivalent”. Therefore, we hypothesise that this
contradiction between multiple choice and interview answers may
result from the nature of the “dual process theories” [5, 13], which
facilitates quick thinking and may inadvertently lead participants
to agree with Term 22’s statement about the increased difficulty of
using the virtual object, and vice versa.

However, it’s essential to acknowledge that this reaction does
not universally apply to all participants. During the user studies, 17
participants questioned whether the inclusion of these terms was
intended to verify the sincerity of their participation. As a result of
these inquiries and the potential for misunderstanding induced by
the binary response framework, Term 22 was subsequently omitted
from the questionnaire.

7.2 Correlation between FF and SUS
The analysis demonstrated a good fit for our model, alongside a
notable positive correlation between FF scores (the cumulative sum
of each item in FF) and SUS scores. The objects selected for replica-
tion in our studies are commonly utilised in everyday life, serving
as ground truth. When interaction modalities in VR closely mirror
real-world settings, the skills learned or mastered in VR are more
readily transferrable to real-life contexts, and vice versa. Consis-
tently, we found that when participants perceived a high degree
of similarity between the VR system and real-world usability, they
were more inclined to utilise the system and rate it with a higher
usability score. This phenomena resonates with the heuristic evalu-
ation principle of Match between the system and the real world as
outlined by Nielsen [19]. This principle underscores the importance
of designing systems that mirror the real world to enhance usability
and user adoption.
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7.3 Limitations and Future Work
In this work, we explored the visual and functional fidelity, the
examination of physical fidelity and environmental fidelity remains
an area that still needs to be explored.

In both studies, participants completed the SVS across all four
fidelity dimensions. Specifically, within the physical fidelity cat-
egory, which includes elements such as weight and temperature,
responses varied significantly. Some participants rated these as-
pects based on the perceived colour [28, 34] , while others selected
the “N/A” option, indicating non-applicability. This variation can
be attributed to the study’s implementation constraints, which did
not facilitate the alteration of these modalities through additional
haptic feedback. Future work should incorporate wearable haptic
devices or additional physical proxies to enhance the experimental
design.

In the study 1, utilising the Babylon.js-based web VR provides
an avenue for showcasing VR environments with heightened ac-
cessibility, allowing designers to make iterative changes easily and
quickly. Despite participants can effortlessly access this streamlined
virtual environment without the need to install any applications, the
restricted interactivity inherent to this method constrains content,
making the implementation of complex interactions challenging.
Hence, SUS score were not collected in the first user study, prevent-
ing an analysis of the relationship between VF and SUS scores.

Furthermore, in the second user study, although participants
had the opportunity to observe reference images or the physical
objects in both phases of the study, they were not tasked with
evaluating the usability of the physical objects. We did not explore
the difference in term of SUS scores between the virtual twin and
its real world counterparts.

7.4 Applying SVS in the design process
This questionnaire is designed to quantify the degree of similarity
between virtual twins and their real-world counterparts. Specifi-
cally, in this work we focused on visual and functional fidelity.

In the early stages of development, the process begins with
developers constructing a virtual environment. This construction is
grounded on comprehensive documentation and enriched through
collaborative discussions with designers, ensuring that both visual
and interactive aspects are accurately replicated. To assess the
fidelity of these virtual twins, additional designers and developers
may be invited to engage with and assess the virtual environment,
using the SVS as a comparative framework.

When it comes to enhancing existing products, the methodology
involves creating a virtual twin and broadening the evaluation to
encompass customers who have prior experience with the prod-
uct. This expanded evaluation facilitates the gathering of detailed
feedback on potential improvements from a wide array of users,
employing the SVS for structured assessment.

During the similarity evaluation, researchers should set parame-
ters for participants observation and interaction, such as aminimum
observation duration, specific tasks, to ensure that participants en-
gage sufficiently with the virtual twins. Following the completion
of these tasks with one virtual twin, participants will fill in a SVS
questionnaire, where they have the opportunity to comment on
each item and provide reasons for their scores, either verbally or

in writing. The cumulative sum of each item in the same category
reflects the similarity in terms of this specific aspect; a higher num-
ber indicates a higher similarity. Feedback on the virtual twin is
systematically collected through the SVS questionnaire and com-
plemented by semi-structured interviews that explore the rationale
behind the scores assigned to specific items. This comprehensive
feedback mechanism enables the iterative refinement of the vir-
tual twin, preparing it for subsequent phases of product evaluation
involving the target user population.

Upon achieving refinement and approval, the virtual twin is
disseminated across diverse regions and populations, serving as
a vital tool for testing and implementing product improvements.
This iterative, feedback-driven approach is critical for developing
virtual twins that closelymirror the real product experience, thereby
contributing to the enhancement of both new and existing products
with precision and user-centred insights.

8 CONCLUSION
This work aims to develop a questionnaire that can quantify the
similarity between a virtual twin and its physical counterpart in
simple environments. This questionnaire consists of four parts:
visual fidelity, physical fidelity, environmental fidelity, and func-
tional fidelity. To validate the questionnaire in terms of visual and
functional fidelity, we designed and conducted two user studies, col-
lecting 173 valid responses. The results indicate that our model has
a good fit. Future work should examine the physical and environ-
mental fidelities and further investigate the relationship between
perceived usability and the quantified similarity.
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